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Diagnosing errors of an end-to-end segment CNN (Luo et al. 2018)
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Architecture and setup
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Results

Large gains are obtained when incorporating semantic classes to capture relation triggers
Little improvement observed with PMI| and Drugbank information
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