
LEARNING TASK-INDEPENDENT PATIENT REPRESENTATIONS

Goal: Similar patients      
similar vectors, to facilitate 
patient cohort identification. 

Novel Contributions:
● Evaluating if patient 

representation models are 
successful with only clinical 
notes as input.

● Analyzing if such models 
are transferable across 
tasks.

● Understanding the best and 
the worst encoded features 
in the SDAE 
representations.

● Extracting the most 
influential features for 
classification decisions.
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After PRETRAINING 
SDAE representations:

Compute squared feature 
reconstruction error after 
training the first SDAE 
layer, averaged across 
instances.

Finding: High error 
correlation with 
frequency.

Conclusions:
● BoW model is a strong baseline for all tasks except distant patient 

mortality due to the presence of strong lexical features.
● Generalized dense representation models significantly outperform 

sparse models when no. of positive instances is low (30 days mortality).
● Recommended to combine SDAE and doc2vec representations for 

unknown tasks.

 CLASSIFICATION phase 
 (input: SDAE representations):

 Gradient of classification 
 output w.r.t. original input,  
 calculated using chain rule 
 across networks.

 Enables feature extraction for 
 an arbitrary set of instances and 
 output classes.
 Finding: Sensible, distinct 
 features extracted for most 
    tasks.

FEATURE EXTRACTION


