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WP2
● Normalization

○ Spelling correction for EN and NL
○ Synonymy discovery (ongoing)

● Terminology extraction
○ Concept disambiguation
○ Concept extraction

Overview

WP3
● Event extraction

○ Machine reading comprehension
○ Relation extraction (ongoing)
○ Negation and modality detection (ongoing)

FOCUS OF THIS TALK
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Normalization and terminology extraction: 
a brief recap

Spelling correction
● Context-sensitive 
● Available for both English and Dutch
● Fix spelling with embeddings of character n-grams and words in 

combination with measures of string and phonetic similarity
Concept extraction
● Use UMLS concept definitions
● Concept is chosen based on the match between embeddings of 

definitions and embeddings of context
● Concept boundaries are obtained with a noun-phrase chunker 3



Machine reading comprehension

Goal
● Given a document
● Answer questions about that document 

○ Focus on analyzing “understanding”

Application in the clinical domain
● Couple with a retrieval component
● Fine-grained QA about background medical knowledge or patients
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Passage:

Query:

Answer:

Upon performing an MRI, an accompanying ___________ was 
found near the bottom of the sulcus.

juxtacortical haemorrhage

A 22-year-old woman presented to the emergency room 
with headache and confusion. The symptoms had woken her 
in the morning and progressively worsened through the day. 
... 
Neurological examination demonstrated left lower facial 
paralysis with aphasia, dyscalculia, dyslexia and 
fingeragnosia, clinically Gerstmann syndrome. Further 
examination showed no abnormalities. A non-contrast head 
CT was performed and showed a left parietotemporal venous 
infarction and a small juxtacortical haemorrhage. An 
additional MR angiography showed occlusion of the left 
transverse sinus and a T2-weighted MRI showed a venous 
infarction with a juxtacortical haemorrhage just beneath the 
sulcus.

Source: BMJ Case Reports
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What we did

● Created a dataset from clinical case reports

● Automated question construction: gap-filling queries where the 
answer can be a treatment, a test or a problem

● Analyzed performance of different machine readers

● Examined the required reading skills: in what ways is answering 
difficult?
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BMJ Case Reports, (12,000 reports)
25 most common medical specialties: 
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Build queries from Learning points
● Identify medical entities
● Blank out one entity at a time
● Blanked-out entities become ground-truth 

answers
● Extend the ground-truth answers with 

synonyms in UMLS

query: A clinical abdominal examination and 
_________ are useful tools in management.

answer: CT scan (CAT scan, computerized 
tomography, . . . ) 9



Experiments

Baseline

● Pick the most frequent concept as answer

Language model

● Kneser-Ney LM to predict the most likely word/concept based on 3 
preceding words in the query

Embedding-based

● Pick the concept whose context representation is maximally similar to 
the context of the query
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Experiments

Neural readers

● Recurrent neural nets with attention: contextual representations of 
tokens in passage and query are built, then their compatibility is 
compared

Humans

● Answered 100 instances from the development set
● A person with medical background
● A person with no medical background
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Results
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Human-expert vs. neural-reader performance based on assigned 
understanding skills
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Relation extraction: i2b2-2010 dataset

improves
worsens
causes
is administered for
is not administered for

Treatment Problem

reveals
is carried out forTest Problem

is related toProblem Problem
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Relation extraction example

“Acetaminophen 325 mg Tablet Sig : Two ( 2 ) Tablet 
PO Q6H ( every 6 hours ) as needed for fever or pain”

“Acetaminophen” : ”fever” → Treatment administered for a problem
“Acetaminophen” : ”pain” → Treatment administered for a problem
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Relation extractor

Convolutional neural networks with dynamic pooling

● Obtain encodings of segments in a sentence:
○ text before concept1,
○ text in concept1,
○ text between concept1 and concept2,
○ ...

● Performs well (no manual feature engineering):
○ 0.65 F1 on Treatment-Problem relations
○ 0.79 F1 on Test-Problem relations
○ 0.71 F1 on Problem-Problem relation
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Improving the relation extractor

● Observations from a manual analysis:
○ Low recall for many relations
○ Little domain knowledge
○ Certain types of relations are more easily confused
○ Insensitive to negation markers

● Current work:
○ Give more domain knowledge through concept-concept selectional 

preferences (e.g. drug+problem combinations)
○ Help the classifier focus on relation triggers; include semantic classes for 

these cues
○ Negation features / module

17



Modality detection

Plan to develop a stand-alone module:
● Which can be integrated in a relation extractor (degree of certainty)
● Scope can be determined with rules or syntactic parses

See negation and affirmative as two extremes:

 
Certainly 

not
Probably 

not
Possibly 

not
Possibly Probably Certainly 
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Software

https://github.com/clips/accumulate 
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