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Introduction

a “traditional” automated risk-of-bias (RoB) assessment process...
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Can LLMs assess RoB effectively (without specific training)?

Can we use them to overcome data scarcity for RoB v2?




Prompting an LLM for RoB prediction

RoB2 guidance

£

meta-question
“Answer the question using the instruction, the input text and the constraints below.”

bias-domain question
“Question: How high is the Risk of bias arising from
the randomization process?”

outcome grounding
“(for All-cause mortality up to 30 days)”

S

bias-domain instruction
“Use the following questions as cues: Was the allocation sequence random? Was the allocation
sequence concealed until participants were enrolled and assigned to interventions? Did baseline
differences between intervention groups suggest a problem with the randomization process?”
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input text

“Input text: GLUCOCOVID is a randomized, open-label, controlled, two-arm, parallel-group, trial il

L conducted at five hospitals in Spain [...]" )
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constraint

“The answer must be one of the following: High/Some concerns or Low.”
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Decomposition

An RoB label is obtained via a
decision algorithm proposed by
RoB2 authors

Prompting an LLM to answer a
signalling question

2.1 Participants

aware of

intervention?

Both N/PN

Low risk

2.2 Peisonnel
awa e of

interve ntion?

Either Y/PY/NI

2.3 Deviations
that arose
because of the
trial context?

Some concerns

2.4 Deviations
affect outcome?

N/PN/NI

2.5 Deviations
balanced
between groups?

-

meta-question
“Answer the question using the instruction, the input text and the constraints below.”

RoB2 guidance

Y signalling question [

\___ assigned intervention during the trial?"

outcome grounding

“ SR ) S
Question: Were participants aware of their “(for All-cause mortality up to 30 days)"
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question-specific instruction
“Instruction: If participants are aware of their assigned intervention it is more likely that

health-related behaviours will differ between the intervention groups. [...]”
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input text
“Input text: GLUCOCOVID is a randomized, open-label, controlled, two-arm,
\_ parallel-group, trial conducted at five hospitals in Spain [...]"
P

constraint
“The answer must be one of the following: Yes; Probably yes: Probably no; No; No
information.”

(spoyrepy) Apmis J




LLM experiments
Data

(©) Ji-sisvia subset to RoB2 | obtain trial articles .| extract Methods

2020-23 reviews assessments Publmed text

- 6,000 RoB2 decisions, 218 studies
- 71% low risk, 29% high & some concerns
- some signalling question answers (9 studies)

Models
General (ChatGPT, FlanT5XL) and medical (Meditron-70B, Med42-70B) queried on OpenAl /
university servers

Fewshot learning
Exemplars: Author justifications with RCT excerpts supporting a decision

Additional:

Simplified prompts: Omit instructions, use short questions
RoB1 instead of RoB2: Known predictive performance
LLM finetuning: Parameter efficient task-specific adaptation



Results

[ None of the LLMs can make accurate RoB predictions! }

Overall F1 score for binary classification is ~.5

Little affected by bias domain, LLM type, and prompting strategy (decomposed or not)
On a par with trivial baselines

Fewshot learning & prompt simplification make little difference

RoB1 performance also low
In the range .3—.6 F1, cf. RobotReviewer at ~.7 F1

But LLM finetuning is promising
Observe improvements of ~.2 F1
Sensitive to training data sampling



Observations and future work

Overconfidence
Models reluctant to output “No information” in signalling question answering

RoB2 guidelines
High annotator agreement reported for authors with content/methodological expertise
Similar results with RoB1 guidelines

Input augmentation
Trial protocols and registry entries could enhance assessment for certain RoB domains

Ground-truth data for signalling questions
Better evaluation, more targeted prompt development for difficult questions

Finetuning regimes
RoB1 data to support RoB2 assessment



More information

Zero- and Few-Shot Prompting of Generative Large Language Models Provides
Weak Assessment of Risk of Bias in Clinical Trials. Simon Suster, Timothy Baldwin,
Karin Verspoor. Research Synthesis Methods, 2024.

Related work: ChatGPT for assessing risk of bias of randomized trials using the
RoB 2.0 tool: A methods study. Tyler Pitre et al. medRxiv (2023), 2023.

See simonsuster.github.io/evidence_grading/
for more on evidence assessment
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