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Machine comprehension
CNN/Daily Mail Cloze Dataset
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Encode query q

Encode passage p

q = concat(hT’, h1)
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Use (any flavor of) RNN to encode passage 
and query.
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● We could predict an answer directly from p 
and q.

● But T can be large (documents), which is 
problematic for RNNs✝.

Can we somehow select the information 
relevant to the query?
● Attentive reader (Chen et al. 2016, 

Hermann et al. 2015)

✝
Depends somewhat on chosen flavor.



Encode query q

pi = concat(hi, hi)

q = concat(hT’, h1)

x1 x2 x3 xT

’

’

x1 x2 x3 xT’

α1 α2 α3 αT
α are attention weights. They form 
a probability distribution.

Model gives a prediction by:
- building the output vector

o = ∑iαipi
- and predicting the answer

a = best_answera∈A(o).

Obtaining αs:
● αi = softmaxi q

Tpi
● αi = softmaxi q

TWpi
● αi = MLP(q,pi)

Encode passage p



Annotating passage with attention weights 
(Hermann et al. 2015)



Neural machine translation

Can model p(target|source) in an end-to-end way
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A simple neural MT model

● Use an RNN to forward-encode
● Use an RNN to 

backward-encode
● Concatenate →←states
● For decoding, another RNN is 

used, which has access to a 
representation h

● h is invariant during decoding!
● Will work OK only for very short 

sentences

Encode the source

Decode into target
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α1,1 α1,2 α1,3 α1,T

● Each output yi depends on a 
weighted sum of all input states

● Score: e.g. αi,j = softmaxj hj
Tsi

Encode the source

Decode into target
Adding attention (Bahdanau et al. 2014, Luong et al. 2015)
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● Each output yi depends on a 
weighted sum of all input states

● Score: e.g. αi,j = softmaxj hj
Tsi

Decode into target
Adding attention (Bahdanau et al. 2014, Luong et al. 2015)

Encode the source
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● Each output yi depends on a 
weighted sum of all input states

● Score: e.g. αi,j = softmaxj hj
Tsi

Decode into target
Adding attention (Bahdanau et al. 2014, Luong et al. 2015)

Encode the source
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Adding attention (Bahdanau et al. 2014, Luong et al. 2015)

0.1 0.1 0.2 0.6

Attention in MT is “discovering” 
alignment: high αi,j means yi is a 
likely translation of xj

Decode into target

Encode the source



Alignment matrix from attention weights 
(Bahdanau et al. 2014)
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